A simulation model for the study of the within-animal infection dynamics of E. coli O157
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Abstract

Escherichia coli 0157 can cause serious illness, even death, in humans. There is some consensus that the main reservoirs of this harmful bacterium are the rumens and intestines of cattle. Hence, a stochastic model of the bovine gut was developed to investigate the in vivo population dynamics of E. coli O157. Because bacterial numbers can reach minimal levels, a stochastic system was considered, with a birth–death process being used to represent bacterial growth and decay dynamics throughout the gastrointestinal tract. Reinfection through ingestion of bacteria present in the environment was allowed to occur and the required clustered distribution of inter-event times was implemented through the use of a random hazard doubly stochastic Poisson process. Due to the inclusion of multiple compartments, a feedback mechanism and an interest in the non-equilibrium dynamics of the process, it was not possible to obtain an analytical representation of the process and therefore, a simulation study was used to obtain results. The within-animal model can be used to explore the efficacy of control measures which act at an individual animal level.
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1. Introduction

Human cases of *Escherichia coli* O157 infection are relatively rare. However the consequences can be severe since a significant number of these patients either die or develop long-term complications. One method which could help to decrease the incidence of such infections is to reduce the prevalence of the organism at the points at which people come into contact with it. Since many early outbreaks were associated with the consumption of hamburgers (Bell et al., 1994) and a large volume of research has revealed that direct or indirect contact with animal faeces is a major risk factor (Parry et al., 1998; Reilly et al., 2000), it is generally accepted that the main source of *E. coli* O157 is in the rumens and intestines of cattle (Chapman et al., 1992; Chapman and Ackroyd, 1997). While Wood et al. (2006b) have considered the infection dynamics at a herd level, a greater understanding of the within-animal infection dynamics could ensure that the most appropriate control strategies are implemented. Therefore this paper concentrates on the infection dynamics at an individual animal level. Experimental studies have been carried out to improve our knowledge of the infection process, but they are often restricted by financial and/or ethical considerations. Mathematical modelling can be used as an alternative approach to gain further insight into a system (Renshaw, 1991). Hence, this paper presents a simplified model of the passage of *E. coli* O157 through the bovine gastrointestinal tract. Despite the simplified nature of the model, it was not possible to derive analytical results, necessitating the use of simulation techniques. A program was written using the C++ programming language, which keeps track of the bacterial population sizes at key sites along the gut over time. The model was designed to enable the investigation of the in vivo population dynamics, with a flexible structure which can allow the efficacy of potential control strategies to be assessed.

2. Model development

The lack of knowledge of the underlying biology and the absence of similar models of bacterial populations in the literature meant that, in order to produce a within-animal model, it was necessary to make several assumptions about how the bacteria behave inside an animal.

Data obtained from in vivo experimental studies have shown that bacterial numbers can reach minimal levels in the gastrointestinal tract (Cray and Moon, 1995; Brown et al., 1997; Woodward et al., 1999), and therefore a stochastic model was assumed most appropriate. Ruminant digestion literature indicated that a compartmentalised model would best capture the variation in the bacterial populations throughout the gut (Matis and Hartley, 1971; France et al., 1985) and so experimental data were used to help determine the number of compartments needed to represent the bovine gut. As the data demonstrated notable differences in size between the populations located in the rumen and abomasum contents and in faeces collected from inside the animal, a stochastic three-compartment model was adopted to represent the within-animal *E. coli* O157 population dynamics. Fig. 1 shows a diagrammatic representation of this model which attempted to capture the nature of the system whilst minimising the number of compartments, where $X_1$, $X_2$, and $X_3$ represent the rumen, abomasum and faeces, respectively, of an adult cow.
A simple stochastic linear birth–death process was used to represent the bacterial growth and decay that occurs within each site, with each compartment possessing its own site-specific set of birth and death parameters, denoted by \( \lambda \) and \( \mu \), respectively (Feller, 1939).

The within-animal model also allowed migration at rate \( v_i \), \( i = 1, 2, 3, p \), of individuals in one direction only, i.e. to the right, through the gastrointestinal tract, connecting the processes operating in neighbouring compartments. The migration of bacteria caused the hazard function for births and deaths in each compartment to be piecewise constant. Therefore, the distribution of times between migration events were conditionally exponential, with the memoryless property being retained.

The model, as illustrated in Fig. 1, was linked to an environmental pool compartment. Longitudinal studies suggest that infection with \( E. coli \) O157 is a fairly transient event, yet somehow the infection has the ability to persist within herds for at least several months. It is likely that the existence of an environmental pool of bacteria is an important factor in the maintenance of infection, since animals can inadvertently ingest bacteria whilst grazing and hence reinfect themselves (Harmon et al., 1999). As a result, it was felt necessary to include this feedback mechanism in the model. Hence, the bacteria shed from the third and final within-animal compartment entered an environmental pool consisting of all \( E. coli \) O157 living outwith the animal. The bacteria inhabiting this pool were subjected to a stochastic death process at a constant rate, and hence exhibited exponential decay.

Initially, to simplify matters mathematically, immigration from the environmental pool back into the first compartment of the animal was assumed to occur at a rate \( v_p \), with these events being conditionally exponentially-distributed. However, despite developing a simple model, it was not possible to derive closed-form solutions since the presence of multiple compartments and the feedback loop resulted in an analytically intractable model given that, due to the transiency of typical infection, the primary interest is in the non-equilibrium states of the system. Therefore, it was necessary to resort to simulation techniques. Given the need for a simulation-based approach, the opportunity was taken to improve the biological realism of certain aspects of the model.

2.1. Clustered ingestion process

One such aspect was the use of the conditionally exponential distribution to determine the length of time between ingestion events, i.e. modelling the rate at which infection
occurs through the ingestion of environmental bacteria. The assumption of a memoryless process is a staple of simple mathematical models. However, given the environmental distribution of faecal pats and the faecal-avoidance behaviour of cattle, a more clustered distribution of inter-event times, the rate of which also depended on the total amount of environmental bacteria, seemed more realistic.

The clustered distribution was implemented through the use of a random hazard doubly-stochastic Poisson process, in which a two-state Markov chain, reflecting the infection status of the animal location, replaced the fixed intensity parameter $\nu_p$ (Cox and Isham, 1980; Taylor and Karlin, 1998). Hence, in this application, as an animal moved between areas infected with $E. coli$ 0157 and areas that remained uninfected, the process $\Lambda$ alternated between being ‘INFECTED’ and ‘CLEAN’. When the underlying intensity was ‘INFECTED’, ingestion events occurred according to a Poisson process of intensity $\lambda$, and when the underlying intensity was ‘CLEAN’, no events occurred.

The two-state Markov chain was defined as follows:

\[
P_1 = Pr(\Lambda(t + \Delta t) = 1|\Lambda(t) = 0) = \alpha \Delta t
\]
\[
P_0 = Pr(\Lambda(t + \Delta t) = 0|\Lambda(t) = 1) = \beta \Delta t
\]

where $\Lambda = 0$ represented an animal foraging in a clean, uninfected area, whilst $\Lambda = 1$ represented an animal present in an infected area. Hence, $\alpha \Delta t$ is the transition probability of an animal moving into an infected area and $\beta \Delta t$ is the probability of an animal moving out of an infected area. The rate of change of the probability of being in an infected area can be written as:

\[
\frac{dP_1(t)}{dt} = \alpha P_0(t) - \beta P_1(t),
\]

which can be solved to give:

\[
P_1 = \frac{\alpha}{\alpha + \beta} \quad (\equiv P_C).
\]

The variable $P_C$, which is the proportion of the field that is contaminated with infected faeces, was introduced as a means of incorporating dependency on the size of the environmental pool of bacteria into the transition probabilities (1). Firstly, it was assumed that the probability of an animal being in state $\Lambda = 1$, i.e. an infected area, was equivalent to $P_C$. Although cattle do have a tendency to avoid pasture contaminated with faeces during grazing, they may be attracted to the rich, mature forage that grows up from around faecal deposits (Phillips, 1993). Alternatively, as clean pasture becomes depleted, cattle will increasingly be obliged to graze near infected forage. The assumption seems a reasonable first approximation given that it is most valid when the faecal (and hence the bacterial) load is large and thus ingestion events are more likely.

2.2. Pool size-dependent transition probabilities

A function for $P_C$, in terms of the environmental pool size, had to be obtained in order to derive pool size-dependent transition probabilities for the two-state Markov chain. The
spatial distribution of animal excreta in the field has been found to be well-described by the negative binomial distribution since it allows for both the overlapping of cowpats and the tendency for an animal to defecate at a particular point to vary from one area of a pasture to another: e.g. increased amounts of defecation may occur in areas where animals gather to rest and ruminate (Petersen et al., 1956; Richards and Wolton, 1976; Morton and Baird, 1990). Hence, an appropriate function for the proportion of pasture surface covered by at least one faecal pat, $P_C$, was found using the negative binomial function in Petersen et al. (1956):

$$P_C = 1 - \frac{1}{[(D + K)/K]^K},$$

(2)

where $D$ represented the mean excreta density and the spatial distribution of excreta was summarised by an aggregation parameter, $K$.

The notional maximum area of infected faeces in the environment in square centimetres, $F$, was calculated by assuming that each bacterium passing out of an animal inside a faecal pat was surrounded by a very small, arbitrarily-chosen, quantity of faeces, $\delta$. The area that this quantity $\delta$ covers on the field was calculated using measurements for a typical cowpat (Haynes and Williams, 1993), and added to the running total for $F$, which was divided by the area of the pasture to obtain the density, $D$.

Fig. 2 illustrates a practical problem that can arise when using this method to calculate the notional maximum infected area, $F$, within the simulation model. It is possible that another bacterial migration event could take place within the time-interval required for the faecal layer, $\delta$, surrounding the first migrant bacteria to pass out of the animal. In such an instance, as the bacteria are very close together, their surrounding faecal layers would overlap. In order to account for such clustering, the overlapping quantity was not double-counted and instead the contribution to $F$ was reduced proportionately.

The death of bacteria in the environment was modelled by reducing the area of infected faeces by a proportionate amount since, although the faeces might not have actually disappeared, the quantity of faeces surrounding the dead bacteria was no longer considered a threat to cattle in terms of reinfection.

The second parameter, $K$, which provided a measure of the excretal patch aggregation, varied as a function of the stocking density. For instance, at higher stock densities cattle have less opportunity to group together when, for example, resting, which results in a more uniform distribution of faecal pats over the field and thus a higher value of $K$. Given that the

Fig. 2. Diagram of bacteria passing through the gut, where the tube represents the gut and solid circle enclosed by dotted lines represents a bacterium surrounded by a small quantity of faeces, $\delta$. 
stocking rate on a typical dairy farm is roughly three cows per hectare (Haynes and Williams, 1993) and, for simplicity, assuming cattle graze on the same field over the pasturing season, a value of 8 was chosen for $K$, based on measurements obtained in Petersen et al. (1956) and Richards and Wolton (1976).

Since it was assumed earlier that $P_C \equiv P_1$, expressions can be derived for the transition probabilities, as follows:

$$
\alpha = b \left( \left[ \frac{D + K}{K} \right]^K - 1 \right), \quad \beta = b,
$$

where $b$ is a temporal scaling constant.

### 2.3. Simulating the ingestion process

When the process was in state 1, i.e the ‘INFECTED’ state, it was straightforward to obtain the time at which the process switched to state 0 by generating a random variable from a stationary Poisson process with parameter $\beta$ (Law and Kelton, 1991; Renshaw, 1991). However, once in state 0, calculation of the time to the next return to state 1 required the generation of a random variable from a non-stationary Poisson process, since the transition probability, $\alpha$, involved the environmental pool size, $X_p$, which changed over time. A thinning algorithm with an adjustable maximum value was used to improve the simulation efficiency (Lewis and Shedler, 1979).

When the process was in the ‘INFECTED’ state a Poisson process was used to determine the length of time between ingestion events. Fig. 3 shows a graphical illustration of the entire ingestion process over the course of one realization. It can be seen that on
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**Fig. 3.** Illustration of the ingestion process over the course of one realization. Solid lines represent the two-state Markov chain, which switched from state 0 to state 1, and crosses represent ingestion events. The dotted line gives an indication of the quantity of bacteria in the environment and is scaled from 0 to 1.
average, the Markov chain spent more time in state 1 when higher bacterial levels were present, and consequently more ingestion events occurred.

The actual dose of *E. coli* O157 ingested at each ingestion event was based on the average number of bacteria likely to be found within a mouthful of food. Given the aversion of animals to their own faeces, it was unlikely that the ingesta resulting from one bite would solely consist of faeces. Instead, the proportion of faeces inadvertently swallowed was much more likely to be skewed towards 0. Thus, the current average number of bacteria within a bite of size 12 cm² (*Hutchings and Gordon, 2001*) was calculated and this maximum value was then multiplied by a proportion sampled from the positively-skewed, but arbitrarily chosen, Beta (1, 10) distribution.

Finally, a mechanism was incorporated to ensure that it was not possible for ingestion events to occur when the amount of environmental bacteria was very low; although the likelihood of simulating such an event was very small, it was felt necessary to eliminate any possibility of it occurring since observations of cattle reveal that they will only graze in the vicinity of spoiled forage once there is a build-up of faeces over the whole pasture surface (*Hutchings et al., 1999*).

3. Parameterisation

After the initial arrival into the environment, it was assumed that bacteria were only subject to a death process, which eliminated the need for birth and migration parameters relating to the environmental pool. Survival rates of *E. coli* O157 in cattle faeces, manure, slurry and soil are well documented (*Wang et al., 1996; Maule, 2000; Himathingkham et al., 1999; Ogden et al., 2001*). A moderate mean survival length of just under 10 weeks was selected from the reported range, which corresponded to a death rate in the environmental pool of 0.0006 per hour (h⁻¹).

However, estimation of the within-animal birth, death and migration parameters was less straightforward. Only published in vivo bacterial counts obtained from experimental studies were available for parameterisation purposes. The summarised results in *Cray and Moon (1995)* proved to be most informative for this exercise, although only eight data points could be extracted (Table 1) and therefore the more usual data-intensive methods of parameterisation could not be utilised. Instead, an approach was developed, intermediate between the use of a fully stochastic method and a purely deterministic method. This involved obtaining the first and second moments for the population size in each compartment, assuming that reinfection could not occur in the system, using the method outlined in *Grenfell et al. (1995)*. The absence of immigration ensured that the solutions of

<table>
<thead>
<tr>
<th>Compartment</th>
<th>Observed values (cfu/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumen</td>
<td>[80, 30, ≤ 20]</td>
</tr>
<tr>
<td>Faeces</td>
<td>[150, 51,2820, 13,000,000]</td>
</tr>
<tr>
<td>Abomasum</td>
<td>[320, ≤ 20]</td>
</tr>
</tbody>
</table>
the resulting equations were tractable and seemed a sensible simplification to the process for parameterisation purposes, given that the observed data were obtained from experimental studies where animals were inoculated with a dose of *E. coli* O157 and kept in isolation in order to investigate the effects of a single pulse of infection. The moments were evaluated at a time corresponding to the time elapsed between the reported inoculation of the animals with *E. coli* O157 and the collection of the sample from which the observed count was calculated in the experimental study. It was assumed that the counts were normally distributed, which seems reasonable since the observed similarity of the mean and variance for each compartment (not shown) is indicative of a Poisson distribution, which can be approximated by the normal distribution for large mean values. These counts were compared against rescaled moments for different sets of parameters, with the best combination of parameters being determined by maximisation of the log-likelihood. Rescaling of the moments was necessary to ensure that these quantities were directly comparable to the observed counts (measured in colony-forming units (cfu) per gram), as the original moments derived from the model related to the number of bacterial cfu per compartment.

As there were more parameters requiring estimation than observations, it was appropriate to fix the birth rates since there was information available on the growth rates of *E. coli* O157 under different pH conditions in vitro (Rasmussen et al., 1993; Duncan et al., 1999, 2000). Therefore, by assuming that the birth rate in this model represented the rate of growth under optimal conditions, while the death rate incorporated the deviations from optimal conditions that exist in vivo, the birth rates were estimated from the published literature, leaving only the death and migration parameters requiring estimation.

However, during the estimation of these parameters it was notable that the observed counts obtained from the faeces were so overdispersed that it proved impossible to find a set of parameters that generated a distribution from which it was plausible that all three counts could originate. This effect could be caused by clustering of bacteria in ingesta, but in a similar fashion to the Grenfell et al. (1995) model of parasite aggregation which failed to predict enough variability to match that observed in practice, the extremely large variation in the observed counts suggested that the model was missing a significant source of heterogeneity. It seems likely that this extra variation is due to heterogeneity between animals (for instance, genetic susceptibility or other density-independent variations in establishment of infection between animals), which is consistent with observations that a small proportion of animals appear to shed the majority of organisms (Omisakin et al., 2003).

Due to insufficient data, the only plausible solution to the problem of parameterising the third compartment was to add a large amount of excess variability to the variance obtained from the second moment equation, since it was known that an additional source of heterogeneity must exist even if the source was uncertain. As long as the additional variance component exceeded the contribution resulting from the relevant moment equation, a distribution could be found for which the three observed counts were plausible realizations. However, increasing the variance term by the required amount resulted in the parameterisation of the third compartment becoming essentially a deterministic process since the variance was so large that only the mean contributed useful information to the likelihood.
4. Results

Table 2 details the sets of parameters that resulted in the maximum observed value of the log-likelihood. There is no criterion to select between these sets of parameters as their respective values for the log-likelihoods were identical, measured to three decimal places. Hence, it was decided to use a set of parameters towards the middle of the range of parameters detailed in Table 2, since this set can be considered representative. Hence, the parameters in set D were chosen and substituted into the simulation model. Further investigation confirmed that the simulation results were not sensitive to the choice of parameter set from these combination options.

The simulation model was initialised assuming an initial dose of $10^4$ cfu of infection, which is typical of the magnitudes of infection found in the pastoral environment (Shere et al., 1998; Himathingkham et al., 1999), and Fig. 4 shows the resulting bacterial population sizes in each compartment plotted over time, averaged over 100 runs. The first graph (Fig. 4(a)) plots the mean population sizes for just the first 2 weeks following infection. As the bacteria passed through the animal, the population in each compartment in turn reached a peak. Importantly, the population size in the third (faeces) compartment exceeded that in the abomasum compartment for the majority of time, which makes
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**Fig. 4.** Bacterial population sizes over time after an initial dose of $10^4$ cfu, averaged over 100 runs, for the rumen, abomasums, faeces and environmental pool compartments: (a) 2 weeks and (b) more than 5 months.
biological sense (given the acidic conditions in the latter which should present less favourable conditions) and matches experimental observations (Cray and Moon, 1995). The amount of bacteria being shed by the animal into the environmental pool resulted in ingestion events occurring despite the moderately low initial dose used. The ingestion events can be identified by the spikes in the rumen compartment, the first one occurring approximately 130 h after the initial infection. Note that ingestion events occurred randomly in time, unlike the initial inoculation, and hence each of these peaks reflected a much larger ingestion occurring in only one realization, averaged over all runs.

Fig. 4(b) shows the same plot over a longer timescale. From this graph it can be seen that on average, over 100 realizations, the animal shed continually for up to a maximum of 46 days following initial infection, as this was the first point at which the mean population size in the faeces compartment reached 0. This agrees with Rahn et al. (1997) who found the duration of shedding by naturally-infected animals to be less than 2 months (see also Besser et al. (1997)) and is just outside the range of shedding observed in Sanderson et al. (1999), who found that orally inoculated calves shed for a mean period of 30 days, with a range of 20–43 days. However, these animals were kept in isolation facilities and hence enjoyed a considerably lower risk of reinfection. In addition, the plot shows that once the animal was initially cleared of infection, there was a high risk of intermittent shedding for another month and a half (90 days post-initial infection) solely as a consequence of reinfection via ingestion events.

Examination of the individual realizations that contributed to the average population sizes revealed that in 44% of the runs an ingestion event did not occur. Furthermore, it can be seen from Table 3, which provides summary statistics of the number of ingestion events from these realizations, that if ingestion events did take place within a run, there were only likely to be one or two such events. Hence, despite the flurry of events suggested by the mean results (Fig. 4(b)), an ingestion event was actually a rare event for any particular animal over the course of the 5-month period considered. Nevertheless, the longer-term results show that the effect of just a few ingestion events can be considerable in maintaining the infection within an individual, justifying the inclusion of the improved ingestion process discussed in Section 2.1, while individual ingestion events will not be rare in a group of animals housed together, each of which may independently ingest bacteria.

In order to investigate the behaviour of the system using the same set of parameters at a higher initial dose of infection, the simulation study was repeated using a dose of $10^7$ cfu. The results obtained from just one realization are plotted in Fig. 5 since the computer run time to produce average results over a large number of runs proved to be prohibitive due to the large population sizes involved.

It can be seen that while the infection was highly transient in the first and second within-animal compartments (rumen and abomasum), the infection persisted within the faeces for much longer periods of time. In fact, in the absence of any ingestion events and assuming

<table>
<thead>
<tr>
<th>Number of runs</th>
<th>Minimum</th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>1.7</td>
<td>1</td>
<td>9</td>
<td>2.07</td>
</tr>
</tbody>
</table>
that the decay within this compartment would continue at the initial rate, it could be predicted that the faeces would remain infected, and hence capable of continuing to contaminate the environment, for at least 2 months. However, the many ingestion events that occurred in this realization ensured that the infection persisted within-animal for a much longer length of time. While the results obtained from just one realization should not be assumed to typify a process, further investigation did reveal that other realizations generated similar results.

A closer examination of this realization reveals that over the 6 months plotted in Fig. 5, the model predicted that an animal would come into the vicinity of infected faeces on 3164 occasions (corresponding to $\Lambda = 1$ in the two-state Markov chain defining the ingestion process in Section 2.1). An ingestion event occurred on only 107 of these occasions. However, it is clear that increasing the initial dose from $10^4$ to $10^7$ cfu resulted in a massive increase in the risk of ingestion events.

5. Discussion

A simulation model of the bovine gut was developed to investigate the passage of E. coli O157, based on existing knowledge. The model provides an alternative to carrying out further large-scale experimental studies, which may be restricted by cost and ethical considerations. In addition, experimentally-infected animals might not provide an accurate representation of the in vivo infection dynamics in naturally-infected animals subject to reinfection. The simulation model was designed to also incorporate the assessment of control strategies which act at an individual animal level. It is likely that this model could be linked to others, perhaps forming part of a quantitative risk assessment exercise.

However, the model was constrained by the limits of our current knowledge and although it can be used to provide predictions about the system, its limitations should be
acknowledged. For instance, the model failed to incorporate seasonality effects and the daily variability in shedding levels that has been observed (Chapman and Ackroyd, 1997; Grau et al., 1969). While it would be relatively straightforward to model these effects, for example, by altering parameter values, this would not help to shed light on the underlying mechanisms of the processes. Therefore, since the causal mechanisms for their occurrence are not yet fully understood, these aspects of the epidemiology were not incorporated.

Nevertheless, it is felt that the model does capture as much of the biological essence of the process as is possible given current understanding, and that this knowledge was sufficient to generate sensible and valid results. This point can be demonstrated when an initial dose of a similar magnitude to that likely to be found in the environment of farms with persistent infection is assumed, since the nature and duration of shedding output from the simulation model matches observations. However, for higher initial doses of infection which exceed those levels, the results are more extreme. Housed animals might be expected to be exposed to a higher environmental dose of infection than animals at pasture, and the prevalence of shedding in these animals has indeed been observed to be statistically significantly higher (Synge et al., 2000). Also, the distribution of within-herd shedding prevalences has been observed to be highly over-dispersed, with a small percentage of groups of animals exhibiting very high prevalences (Gunn et al., 2004). Hence, the results seen in Fig. 5 may not be untypical of certain farms with a high environmental load.

It is inevitable that as understanding of the biological processes improves, certain aspects of the model will require modification. However, we anticipate that such alterations will be relatively straightforward to carry out due to the design of the model. For instance, it was found that if colon contents data were used instead of faecal data to parameterise the third within-animal compartment, the duration of shedding following infection and the amount of bacteria being shed into the environment both dropped to unrealistically low levels. This difference in behaviour exhibited by the two simulation studies is consistent with the existence of some region in the lower gastrointestinal tract which E. coli O157 is either able to exploit to achieve a very high growth rate, or is able to colonise. Recent experimental studies indicate that such a region does exist at the terminal rectum (Naylor et al., 2003). As understanding of this biological process improves, it will be relatively straightforward to modify the current model. For instance, colonization could be incorporated through the addition of a notional extra compartment, into which a fraction of the bacteria could migrate and be subjected to an appropriate growth rate, with a low migration rate back to the main compartment. Such a model would, however, require the acceptance of the existence of a single ‘colonization’ compartment, and would potentially be difficult to parameterise.

In conclusion, the model described in this paper formed a reasonable starting point in the use of mathematical modelling as a tool to elucidate the in vivo infection dynamics of E. coli O157 upon which further development can be based as understanding of the processes involved increases. This model will allow the efficacy of potential control strategies to be assessed without facing the cost and ethical concerns raised by experimental studies. A subsequent paper will use the model to explore such control measures (Wood et al., 2006a).
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